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I. Introduction

A. The Problem

It is now generally understood that personal data—that is, data that relate
to individual consumers—drive digital markets. Personal data underlie targeted
advertising, which draws billions of dollars into ad-supported markets. Personal
data are useful for other purposes as well. Firms in digital markets rely on
personal data to deliver their core products and services—we refer to these
collectively as “web services”*—to hone and improve them, and to recommend
related products and services. These data facilitate innovation, allowing yet more
services and “smart” products with increasingly personalized functionalities.
Personal data can allow governments to deliver better public services, such as
transportation systems, or can help researchers better understand how humans
interact with algorithms and which policies might best serve society. And data
can also facilitate competition, by improving quality and providing insight into
consumer conduct that encourages entry. In these various ways, the massive
quantity of personal data currently collected undoubtedly contributes to
consumer welfare.

But there also are downsides to the collection and use of personal data on
such a grand scale. “Surveillance capitalism,” as Professor Shoshana Zuboff has
termed it,? has blurred the line between the personal and the public, and has
commodified our habits, interests, and beliefs in ways that can feel distasteful
and invasive. Massive data collection also has made information about us more
accessible to government and commercial actors who often face little to no
accountability for its misuse.

Many of the reactions and proposed responses to the current situation
examine these concerns through the lens of privacy. Economists, however, look
at this same set of facts—massive data collection from users of web services, a
stranglehold over data by a handful of large firms facing weak competition, and
monetization largely through the sale of targeted advertising—and see an
additional set of problems.

e Personal data fuel digital markets, but the users, whose unique set of
characteristics, actions, and experiences give rise to the data, receive no
cash compensation for the personal data they generate. Users generate a
resource of tremendous value—personal information—and yet firms
extract this resource without payment (other than the provision of digital
goods and services in exchange). This exchange stands in sharp contrast

1. We use the term web service to refer to all online services—whether they are websites or apps
on a mobile device—with which web users interact or that seek to use web users’ data for service
provision, ad targeting, conducting analytics, product improvement, or any other reason.

2. See generally SHOSHANA ZUBOFF, THE AGE OF SURVEILLANCE CAPITALISM: THE FIGHT FOR
A HUMAN FUTURE AT THE NEW FRONTIER OF POWER (2019).
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to what we see in other markets, in which those who control resources
are paid for their extraction or use.®

e We see a handful of firms that have significant market power controlling
vast swathes of personal data. One way this market power manifests
itself is in lower quality services, including the collection of personal
data without effective user control, and the use of that data to extract a
surplus from consumers.

e Personal data now are collected in a huge variety of settings, and yet
there is no basis to believe these data are put to their highest use. The
private firms that control data have no incentive or mechanism to share
data for valuable research or public benefit (transportation planning or
prevention of technology addiction, for example), or with other private
firms that could use the data to offer better services to consumers.

We would be less concerned with the fact that users are paid in barter rather
than in cash for the extraction and use of their personal information if it appeared
that the trade were a fair one. But the evidence strongly indicates that it is not.
Data-driven markets in recent years have consistently generated tens of billions
of dollars in annual profits for the largest digital platforms. These profits are
significantly larger than would be expected in competitive markets and suggest
the exercise of market or even monopoly power.*

We also would be less concerned if there were evidence that the data are
being used for purposes other than simply advancing each firm’s independent
financial interest. We are aware of no evidence that this happens on a large scale,
however. And in a classic example of the exception proving the rule, the few
instances in which large firms have allowed data generated through use of their
products to be used in the public interest, seem to have failed or backfired
specifically because web users distrust the large firms and suspect they will use

3. For a description of externalities arising from the social use of personal data, see generally
Dirk Bergemann, Alessandro Bonatti & Tan Gan, The Economics of Social Data, 53 RAND J. ECON. 263
(2022).

4.  For a more detailed discussion of the economic forces driving market power in digital
markets, see Fiona M. Scott Morton & David C. Dinielli, Roadmap for a Digital Advertising
Monopolization Case Against Google, OMIDYAR NETWORK (May 2020), https://omidyar.com/wp-
content/uploads/2020/09/Roadmap-for-a-Case-Against-Google.pdf [https://perma.cc/PY6H-L4F9]; and
Fiona M. Scott Morton & David C. Dinielli, Roadmap for an Antitrust Case Against Facebook, 27 STAN.
J.L. Bus. & FIN. 267 (2022).

Government enforcers in various jurisdictions around the globe have accused Google, Facebook,
Apple, and Amazon of monopolistic practices. European antitrust proceedings against Google resulted in
arecord €4.3 billion fine. See Summary of Commission Decision of 18 July 2018 Relating to a Proceeding
Under Article 102 of the Treaty on the Functioning of the European Union and Article 54 of the EEA
Agreement (Case AT.40099 — Google Android), 2019 O.J. (C 402) 19. The Digital Markets Act and
Digital Services Act are explicitly targeted towards dominant firms defined as digital gatekeepers. See
Digital Markets Act, Council Regulation 2022/1925, 2022 O.J. (L 265) 1, 2 (focusing on the “small
number of large undertakings providing core platform services”); Digital Services Act, Council
Regulation 2022/2065, 2022 O.J. (L 277) 1, 11 (providing for additional obligations for “very large online
platforms™).
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the data to benefit themselves rather than to advance the users’ interests. Covid
exposure tracking apps, which faced significant headwinds in the United States
especially, are a key example.® Also, new entrants and competitors cannot access
the biggest trove of data even if they would use them in ways that are socially
beneficial.

Natural forces in a well-functioning market should correct for the
significant economic profits enjoyed by the largest platforms, quality or control
rights below competitive levels, and the inefficiencies that keep data out of the
hands of those who would put it to good use. Market forces would require large
platforms and other firms that rely on personal data to share some portion of the
billions in annual surplus with web users.® The firms might do this through a
combination of cash payments in exchange for the right to use personal data
and/or additional product improvements that lower quality-adjusted prices. If the
market were functioning as it should, we also would expect the platforms that
facilitate digital advertising to share the surplus with publishers that supply
digital ad space (through higher pass-through rates of total ad spend) and with
advertisers (through lower ad prices). Firms that currently hoard data that could
benefit other suppliers of services, public or private, would have incentives to
share data at reasonable prices.

Rather than a competitive data market, what we see is a market failure. The
status quo regarding personal data collection and use presents concerns about
competition, efficiency, innovation, and the distribution of the surplus generated
in digital markets, in addition to the various privacy concerns that others have
identified. Our proposal offers a more comprehensive set of potential solutions
than do other proposals we’ve examined that address the collection and use of
personal data. We attempt to solve for three principal market failures with
respect to personal data within one policy framework:

1) the failure to provide users the ability to control how their personal
data are collected and used—which contributes to a status quo that
threatens user privacy, lowers the effective quality of online
services, and facilitates market power;

2) the failure to provide users a way to derive financial benefit from
the data they generate—which enforces a status quo that distributes

5. See, e.g., Jessica Rich, How Our Outdated Privacy Laws Doomed Contact Tracing Apps,
BROOKINGS INST. (Jan. 28, 2021), https://www.brookings.edu/blog/techtank/2021/01/28/how-our-
outdated-privacy-laws-doomed-contact-tracing-apps [https://perma.cc/QPQ9-GEY]J].

6.  Digital advertising is not the only setting in which firms with access to substantial amounts
of data can use the data to divert surplus to themselves and away from consumers. For example, in the
context of third-degree price discrimination (i.e., charging different prices to different categories of
consumers), access to large amounts of personal data can help a firm segment consumers into groups
whose members are charged close to the maximum they would pay. Personal data help the firm to identify
the appropriate amount to charge each group. See generally Dirk Bergemann, Ben Brooks & Stephen
Morris, The Limits of Price Discrimination,105 AM. ECON. REv. 921 (2015).
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surplus from digital markets to platforms rather than consumers
and facilitates market power; and

3) the failure to ensure that the data that are collected can be put to
their highest use, including by firms other than the big digital
platforms, as well as the nonprofit sector and governments—which
generates a status quo that implicates or even impedes innovation.

Moreover, these three problems appear to be related. The lack of effective
privacy regulation or other restrictions on data collection allows large platforms
to collect and use data nearly unfettered, giving them higher monetization rates;
these advantages promote and protect market power directly. Because platform
market power derives so directly from the platforms’ data advantages, the
platforms have a strong incentive to prevent others from accessing or benefiting
from the data they perceive to be “theirs.” The platforms’ exclusionary approach
puts their data out of reach of rivals who might use the data to train their own
algorithms, design competing products, or prepare for seamless interoperability,
for example. The exclusionary approach also frustrates legitimate requests from
the government or from academic researchers,” allowing platforms to forestall or
delay the sort of complete understanding of their business practices necessary for
effective regulation. Forestalling regulation, in turn, preserves market power.
That market power, in turn, insulates the platforms from the constraints on data
collection and use that vigorous competition would impose.

B. A Proposed Solution

This Article explores a possible intervention that—unlike antitrust
enforcement alone or enhanced privacy regulation alone—would address
competition, efficiency, and privacy concerns, directly and simultaneously.® We

7. Large platforms sometimes claim the data themselves constitute trade secrets and cannot be
disclosed, or they assert that disclosure would undermine user privacy. See A Preliminary Opinion on
Data Protection and Scientific Research, EURO. DATA PROT. SUPERVISOR 9 (Jan. 6, 2020) (discussing
“[clorporate secrecy as a barrier to research”); Jef Ausloos, Paddy Leerssen & Pim ten Thije,
Operationalizing Research Access in Platform Governance, ALGORITHM WATCH 25 (June 25, 2020).

8. Inthis way, our proposal may serve as a counterexample to the popular notion that efforts to
enhance competition in digital markets necessarily undermine privacy interests and efforts to protect
privacy necessarily undermine competition interests. We perceive no unavoidable tension between
competition and privacy. The notion seems to reflect misconceptions about interoperability, a tool that
these authors and others have proposed to encourage entry and facilitate consumer choice in markets
including the social network market. See Online Platforms and Digital Advertising, COMPETITION &
MKTS. AUTH. 34 (July 1, 2020), https://assets.publishing.service.gov.uk/media/5efc57ed3a6f4023d242e
d56/Final_report_1_July 2020 _.pdf [https://perma.cc/64LE-DILQ]; Fiona M. Scott Morton, Gregory S.
Crawfor, Jacques Crémer, David C. Dinielli, Amelia Fletcher, Paul Heidhues, Monika Schnitzer & Katja
Seim, Equitable Interoperability: the “Super Tool” of Digital Platform Governance, 40 YALE J. ON
REGUL. 1013 (2023). Interoperability certainly could make a user’s personal data accessible to additional
firms, but there is no reason to think personal data is more safe and secure with a large platform than with
a smaller firm that must be licensed to interoperate with it. Further, interoperability need not allow the
interoperating firm to do whatever it wants with personal data to which it gains access. The interoperating
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offer the idea of a “data intermediary,” bound by fiduciary duties to users,
empowered to monetize users’ personal data—a category we define above and
delineate further below—and permit other uses in accordance with user
instructions. This proposal is similar to other proposals that rely on some form
of intermediary that sits between consumers and firms that wish to use their
personal information. Prior proposals generally would empower the intermediary
to prevent misuse of personal data or increase user control, and some might
facilitate innovative uses of data, but they are not designed to monetize the data
on the users’ behalf.?

Our proposal would encourage the development of a market for personal
data in which users who generate personal data are assumed to control their data
in the first instance. In the United States, laws creating the right for consumers
to control their personal data would need to be adopted, or courts would need to
acknowledge that existing statutory schemes or common law principles already
provide such rights.?% In Europe, the General Data Protection Act (GDPR),
already confirms that “data subjects”—the individuals we call users—have a
right to restrict the “processing” their data.'* For that reason, “processing” of
personal information is lawful under GDPR only when certain conditions are
met, the most important being consent of the data subject to processing for a
specific purpose.*? The presumption we adopt here—that users control the data
they generate—would imply a similar corollary: that a web service may use
personal data, including data that would not exist but for the user’s interactions

firm only gets to do what the large platform gets to do; there are no new or additional data uses that could
raise “privacy” concerns. A recent theoretical study highlights the potential consumer welfare benefits of
data linkages—i.e., data-sharing relationships between firms. Rossella Argenziano & Alessandro Bonatti,
Data Linkages and Privacy Regulation, 13-18 (Mar. 6, 2021), https://www.mit.edu/~bonatti/
protection.pdf [https://perma.cc/H5LK-QTMD5]. Thus, interoperability requirements could lead to welfare
benefits.

9. Anotable exception is that offered by Eric Posner and E. Glen Weyl, who posit that the large
platforms exercise monopsony power over users, whose personal data has marginal value and who
therefore should be compensated for it. See ERIC A. POSNER & E. GLEN WEYL, RADICAL MARKETS:
UPROOTING CAPITALISM AND DEMOCRACY FOR A JUST SOCIETY 177-194 (2018).

10. Creative lawyers, however, are beginning to pursue lawsuits that include statutory and
common-law claims that presume users have various rights in the data they generate. Notable among these
is a proposed class action filed in a California federal court against OpenAl (the developer of DALL-E
and ChatGPT) and Microsoft for collecting data about plaintiffs and using the data to train its Al products
without permission from the plaintiffs and without compensating them. See Class Action Complaint, P.M.
v. OpenAl LP, No. 23-cv-3199 (N.D. Cal. June 28, 2023). The data at issue include data users generate
through their interactions with web services such as location information, keystrokes, search queries,
image data, health information, etc.—all of which constitute what we in this Article term “personal data.”
Plaintiffs allege that defendants collect the relevant data via apps such as Spotify and MyChart that
incorporate OpenAl’s products. See id. § 16. Based on these alleged facts, plaintiffs assert several causes
of action that lie only if plaintiffs have a proprietary or property interest in the personal data they generate
through their interactions with web services. The causes of action include “larceny/receipt of stolen
property” (id. 11 575-92), “conversion” (id. 11 593-97), and “unjust enrichment” (id. 11 598-606). Plainly,
this case (and the fate of these three claims in particular) merits monitoring. So too do the small number
of cases in which courts already have acknowledged users’ proprietary or property interests in the data
they generate. See id. 1 576 (collecting cases).

11.  See Council Regulation 2016/679, art. 4(2), 2016 O.J. (L 119) 1, 33 (““[P]rocessing’ means
any operation or set of operations which is performed on personal data or on sets of personal data . . . such
as...use....”).

12.  Seeid. art. 6(1)(a).
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with the web service, only if authorized by specific statutory or regulatory
permission. In all other instances, the legal regime we propose would require that
web services buy the right to use personal data from a data intermediary acting
on users’ behalf.

1. Our Proposal Governs the Collection and Use of All Personal Data

We propose a market for all personal data, without regard to whether the
law deems the data or the information the data reveal to be “private” in a formal
sense. Our proposal therefore offers something additional and complementary to
proposals that focus narrowly on enhancing protections only for private
information. We take this broader approach with the aim of capturing the full set
of data extraction and use practices that contribute to the market failures
described above.

The narrower approach would not offer a complete solution because many
extraction and use practices that cause consternation and/or generate firm profit
(and should therefore give users a right to compensation and to control) rely on
personal data that, depending on circumstances and jurisdiction, might not be
considered private. Private data can become nonprivate through disclosure, for
example, and yet disclosure might not justify depriving the user permanently of
any ability to control, or seek compensation for, the use of the data. (Consider
someone who informs friends and family of a cancer diagnosis via a public
Facebook post.) And some nonprivate data can be used in ways that feel intrusive
or exploitative and therefore ought to support a right to compensation and
control. (Consider someone who has parked her car in a spot reserved for patients
at an abortion clinic and who is served “ads” produced by anti-abortion advocacy
groups.) More generally, mobile users can be tracked across the web using
seemingly innocuous, public data about their phone settings that is provided
automatically when they access web services, such as keyboard layout and
operating system version.® It is clear, therefore, that expansive collection and
use of various forms of nonprivate data underlie some of the most urgent
concerns with data-driven products and markets. These data can be highly
valuable and should not be excluded from the market for personal data we
propose herein.

We offer the diagram below to demonstrate the fundamental architecture of
our proposal, which shows how it would govern the collection and use of all
personal data:

13.  See Matt Burgess, The Quiet Way Advertisers Are Tracking Your Browsing, WIRED (Feb.
26, 2022), https://www.wired.com/story/browser-fingerprinting-tracking-explained [https://perma.cc/
8S9Q-L4PL] (describing how device fingerprinting based on basic phone settings can be combined with
sensitive personal data).
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Figure 1. Schematic Identifying Principal Categories of Participants in Data
Intermediary Markets
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2. We Propose a Control Right that Includes a Right To Be Paid for Data
Use

This is why our proposal includes a broad control right that is more akin to
the right to restrict processing of all personal data, rather than relying principally
on any effort to enhance privacy per se. The control right envisioned would
encompass the ability to decide what sort of data could be collected and the
purposes for which the data could be used. The control right also would imply a
right to be paid. Because users would not be required as a general matter to permit
any collection or use of personal data, users could demand payment from web
services who want to use it.

Recognizing a control right with these two principal features—(1) the
ability to limit collection and use of personal data; and (2) the ability to bargain
for payment—would constitute a significant change in the legal and economic
landscape in all jurisdictions of which we are aware. Europe’s GDPR, for
example, acknowledges that individuals have a continuing right to exercise some
control over the use of data that relate to them. But the GDPR does not envision
that firms should pay to use such data or provide a mechanism for any such
payments. Recognizing the two-part control right would be even more
transformational in the United States, where individuals have few rights with
respect to their personal data other than the right to prevent disclosure of that
which is deemed private and to seek damages if the disclosure of private data
causes harm.

3. Designing a Market for Personal Data Is Complex, Perhaps
Prohibitively So

Although it is straightforward to explain why establishing this new right
with respect to personal data should have the beneficial consequences identified
above, it is a complex undertaking to design a market that will facilitate that
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outcome. The bulk of the Article below traces through the economic issues that
would arise in creating such a system.

Creating and maintaining the institutions, procedures, and oversight
necessary to permit users to exercise the newly proposed control right in a
manner that would yield the desired competition and privacy benefits is complex
and expensive, and some might worry whether the benefits justify the effort.
Other proposals addressing the use of personal information could achieve some
similar results, with less effort. A tax on digital advertising, for example, could
redirect platform profits to public uses that benefit users indirectly, such as
schools, public green spaces, or internet access subsidies. A ban on digital
advertising that relies on personal data for targeting could significantly reduce
privacy concerns relating to data collection and use. It would limit advertisers to
placing ads based exclusively on context—a running shoe company might pay
to have its ads appear alongside an article about the New York Marathon,
whereas a high-end women’s shoemaker might pay to have its ads appear
alongside an article about Milan Fashion Week.

In this way, such a ban could reduce the competitive advantages that large
platforms enjoy due to their access to large and rich data sets. But such a ban
might also decrease welfare in that consumer “search costs”—the time and effort
required to find products and services that match the consumer’s need and ability
to pay—would increase.

Targeted advertising’s effect on search costs provides one example of the
obvious fact that some data collection, some data uses, and some targeted
advertising benefit consumers. Too much, or the wrong kind, of any of these
activities may harm consumers. Our policy proposals reflect our goal of creating
a market for personal data that is sufficiently efficient such that competition
compels firms to collect, use, and share data, including for ad targeting, in
amounts and ways that increase total welfare. None of the authors of this Article
can guarantee this result. We nonetheless maintain that the thought experiment
we engage in here is decidedly worth the effort, if for no reason other than to
understand exactly how hard it might be to generate a market for personal data.

The remainder of this Article proposes minimum policies we consider to be
necessary to allow a market for personal data to develop and exist over time and
to operate in a manner that permits users to exercise both elements of the new
control right described above: (1) the ability to limit collection and use of data;
and (2) and the ability to be paid in a manner that solves for the three interrelated
market failures highlighted above. We do not purport to offer a blueprint. Nor
should our proposals be read by any government agency or official as a set of
instructions on how to create a perfectly functioning market for personal data.
Rather, we have applied our knowledge of economic theory, behavioral
economics, strategic behavior of firms, and the current operation of data markets
to identify critical features of such a market. An immediate conclusion is that a
successful data market will not function without affirmative policy interventions
by a regulator.
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We noted above that in the market we envision, users’ control right confers
the ability to demand payment in exchange for the right to use their personal data.
But it is apparent that no individual could be expected to negotiate for payment
every time a web service uses their personal data, or even to negotiate payment
schedules with web services that might use their data repeatedly or consistently.
Nor could we expect web services to contract for each use of personal data, or
even enter long-term or omnibus agreements with each individual whose data it
might use.'* Nor could researchers or other market participants who would study
the data be able to obtain individual consent from the thousands or millions of
individuals to whom data might relate. Individuals and firms would be
overwhelmed, commerce would grind to a halt, and every human with an internet
connection would tear their hair out.

4. Data Monetization Requires New Entities: Intermediaries Guided by
User Instructions and Fiduciary Duties

Our central policy proposal provides a potential solution to this problem:
regulations should establish a new kind of entity called a data intermediary. We
propose that data intermediaries serve as the users’ exclusive agent for permitting
use of data consistent with user instructions, as well as the users’ exclusive agent
for purposes of monetizing that data and remitting a portion of the money
received as payment for use of the data to the users. Each data intermediary
would act as a one-stop shop for its users, who would exercise their control right
through that intermediary. Because of this feature, users need not have any direct
contact with web services about the services’ use of their personal data. Each
data intermediary also would serve as a one-stop shop for web services with
respect to the personal data of the intermediary’s set of customers. And the
intermediary would serve as a similar one-stop shop for web services,
researchers, and others who have no direct link to users but who seek access to
personal data for market or product or other forms of research.

The design of the intermediary suggested in our proposal aims at providing
users the highest value possible for the use of their personal data. Because ours
is a market solution, we want the value of the payments to be determined through
competition among the intermediaries. It therefore is crucial that the market
design enhances competition. We discuss the way a regulator could enable
consumers to choose intermediaries offering the highest payment and best
service and switch easily in response to both service and payments.

14.  Individual negotiations of this sort would be unlikely to shift significant surplus from the
large platforms to users in any event. The marginal value to the platform of an individual user’s personal
data is small. If a platform can use the personal information of 100 million users to sell targeted
advertising, for example, adding one more person to the group of potential targets does not change the
price it can charge for advertising. This is the case even if average advertising spend per user is large,
$500 for example. The individual user may want a portion of that $500, but the platform has no incentive
to pay them anything close to that amount, or indeed anything at all.
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Our proposal also addresses the danger that web services exploit
consumers’ behavioral biases to encourage them to share more data than they
would if choice were more transparent and understandable. Real-world
consumers require careful design of the choice architecture surrounding data
sharing to protect them from poor choices and exploitation. Our proposal
envisions a set of standard data sharing tiers from which a web user can select a
level that most closely reflects their degree of comfort or discomfort with the
collection and use of their data. The “sharing tier” determines what kind of
personal data the intermediary can monetize on the user’s behalf, and on behalf
of all other users who have selected that sharing tier. We share the concern of
many that a focus on remuneration would steer web users toward excessive
sharing of their data despite the risks of data sharing, which are less salient than
monetary rewards, and despite the possible social or societal harms. We take this
possibility seriously, and we consequently develop our proposal to mitigate risks
from sharing data.

The surplus at stake is large. The profits generated by the data-driven
businesses of tech companies suggest that the economic value derived from
consumer data is substantial. Consumers are likely not the only parties to benefit
financially from a competitive data market. A competitive market for data would
allow smaller entrants and innovators to enter and compete for the large revenues
this sector generates. Today in the United States, advertisers spend hundreds if
not thousands of dollars per year per person on digital advertising that uses
personal data for targeting.’®> An important task for economists is to develop
mechanisms to return control and a portion of that value to households so that in
future years all consumers will share in the thousands of dollars in value they
generate.

5. Ours Is One Idea Among Many; It May Not Be the Best

We are not the first to consider regulatory solutions to the problems of
digital markets as enumerated above. Academics and think tanks around the
world have put forward ideas for possible solutions. The motivation of almost all
of them is to empower users to share and control personal data. Relatively few
are focused on the economics of data markets—the efficient selling of
information—and competitive remuneration for consumers. But because of the
significant sums at stake, and the ability of competitive data payments to reduce
deadweight loss and redistribute income to consumers, economic solutions could
be very valuable.

The establishment of data intermediaries has also been suggested by several
distinct groups, including the European Union, the UK Centre for Data Ethics
and Innovation, and RadicalxChange. Moreover, there are private initiatives such
as the web browser Brave and the startup Solid that aim to endow consumers

15.  Seeinfra app. 2.
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with greater control over their data within the existing regulatory framework.®
Brave is a web browser designed to minimize data collection at its source, by
blocking all trackers and preventing data storage by first- and third-party cookies,
thereby reducing the amount of data collected in the first instance.'’

It is worth pausing to consider Solid as a particularly creative approach to
solving many of the same problems we try to address with intermediaries.*® Solid
is a specification aimed at giving individual users control over collection and use
by empowering individuals to store personal data in a virtual pod. Users choose
what to put in and what to let out (and to whom and for what purpose), thereby
decentralizing the web by providing its users ownership and control over their
data.’®

Tim Burners-Lee, the inventor of the World Wide Web, created Solid in
2016.2° Solid provides its users with data ownership and privacy by, first,
providing personal data storage units called “Pods” and assigning each Solid user
a unique identifier.?! The sort of data, including encrypted data, that a user can
store in a Pod includes information about the user’s preferences and data related
to the user’s behavior on the web. Solid is not solely a platform for storing
encrypted data, however; Solid also facilitates sharing data with third parties in
a controlled manner. Users can dictate how they share their data with third parties
using Solid’s settings. Solid is an open standard and a platform that changes
certain features of the Web by changing how web services access consumer
data.??

Our data intermediaries are similar to Solid in that both consolidate and
process consumer data. Unlike our intermediaries, which would act as fiduciaries
for consumers in managing and sharing their data, Solid provides consumers with
direct control over their data. While both our proposal and Solid aim to protect
consumer privacy by providing consumers control over their data, only our
proposal leverages the value of consumer data to web services to benefit
consumers in the form of cash and other forms of payment in addition to the
simple barter of the service in exchange for data and attention.

16.  See Opinion 9/2016: Opinion of the European Data Protection Supervisor on Personal
Information Management Systems, EUR. DATA PROT. SUPERVISOR (Oct. 20, 2016) https://edps.europa.eu/
sites/default/files/publication/16-10-20_pims_opinion_en.pdf [https://perma.cc/EQM7-8LUP] (European
Union approach); EDPS TechDispatch: Personal Information Management Systems, EUR. DATA PROT.
SUPERVISOR (2020), https://data.europa.eu/doi/10.2804/11274 [https://perma.cc/5QCX-KEJH] (same);
Unlocking the value of data: Exploring the role of data intermediaries, UK DEP’T FOR DIGIT., CULTURE,
MEDIA AND SPORTS (July 22, 2021), https://www.gov.uk/government/publications/unlocking-the-value-
of-data-exploring-the-role-of-data-intermediaries/unlocking-the-value-of-data-exploring-the-role-of-
data-intermediaries [https://perma.cc/YH6U-7BD6] (United Kingdom approach); The Data Freedom Act,
RADICALXCHANGE (Feb. 18, 2020), https://www.radicalxchange.org/media/papers/data-freedom-act.pdf
[https://perma.cc/7PR8-DVSA] (RadicalxChange proposal).

17.  See Advanced Privacy, BRAVE, https://brave.com/privacy-features [https://perma.cc/XE52-
C82T].

18.  About Solid, SoLID, solidproject.org/about [https://perma.cc/9WST-Z5D7].

19.  Id.

20.  Origin, SoLID, https://solidproject.org/origin [https://perma.cc/63LQ-G3ZD].

21.  SoLID, supra note 18.

22, Id.
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Further, Solid does not appear to solve the collective action problems that
currently stand in the way of consumers’ ability to demand remuneration for their
personal data. Remember that our proposed data intermediaries would manage
many users’ data—millions of users, in fact. This would allow them to bargain
on their users’ behalf with web services in a way that a single Solid user simply
could not. Web services will not value a single Solid user’s data that highly. They
would, however, value the massive amounts of data that a data intermediary
stands to offer. Intermediaries’ relatively significant bargaining power as
compared to the minimal power called on by any individual Solid user means
that our proposal would result in compensation to consumers who choose to
share their data, which owes to the fact that data intermediaries would be able to
bargain with web services. Solid does not currently feature any scheme allowing
consumers to be remunerated for their data.

Solid does share with intermediaries the potential benefit, if widely
adopted, of putting pressure on app and platform developers that could result in
increased innovation and creativity. This is because, absent uninhibited and
aggressive data collection, web services would need to compensate users for data
or improve their infrastructures to retain consumers.

We are not optimistic Solid ever will be widely adopted, however. Some
advanced web users may desire to personally manage their data in the ways Solid
makes possible, but the historical reluctance of web users to fine tune their
privacy settings online suggests that most web users would prefer to simply set
a general privacy level and then allow specialized intermediaries to handle data
management on their behalf subject to the selected privacy level’s constraints.

Shifting topics, we note that our proposal also adds to the budding literature
on data intermediaries by analyzing the implications of economic theory for an
advantageous design of intermediaries.

We note that setting up working data markets is difficult and policymakers
may determine it is not worth the effort. The difficulties inherent in implementing
our policy recommendations are multiplied by the need for authorities to
coordinate establishing and then regulating the market across jurisdictions.?

23.  The difficulties also are multiplied by the fact that our proposal assumes that all users are
legally and functionally competent to participate in the market, even though that clearly is not the case.
Minors are an important example. In our view, firms ought to pay all users for the use of their personal
data, including minors—a key demographic targeted by advertisers. Our proposal, however, does not
address personal data of minors, which web services collect, use, and monetize much in the same way as
they do the personal data of adults. Determining the age at which minors should be presumed sufficiently
mature to make decisions about their personal data is beyond the scope of this Article. So too are the laws
governing who can act on behalf of minors and under what circumstances. Such questions are important;
minors seem to us especially vulnerable to exploitation in this market. The potential cash payouts may
seem especially large to minors, causing them to undervalue their own privacy and related interests, or to
over-discount the dangers the data collection and use could cause them or others. We also can envision
various practical difficulties in allowing minors to participate in the market we propose, including the fact
that many minors presumably are unbanked (raising the question whether intermediaries should pay such
minors annually for the use of their data, or rather place the money in individual trusts). Those who do
have access to accounts may share control with parents or guardians whose interests are not aligned with
those of the minor. And finally, we know that age verification, a seemingly necessary first step in
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Even if a perfect regulator followed all the suggestions in this Article, we cannot
be certain that it is possible for a market in personal data to flourish. However,
all authors feel strongly that the status quo—simply ceding all the value of
personalized digital advertising to a handful of big firms, allowing those firms to
control the use of the data, and accepting the inefficiencies of current markets
that impede high-value use of data by third parties—is not acceptable. That profit
is generated by the information and activities of consumers who, for both
efficiency and fairness reasons, should share in it.

Our proposal is grounded in economic theory and evidence, which we
highlight in the discussion. There is still much that is unknown about the
economics of data markets, which necessarily creates uncertainty and limits the
specificity of our proposals. Further research and experience across different
settings and jurisdictions will help to solidify our understanding in these areas.
Partly for this reason, not all authors are equally enthusiastic about all the ideas
in this document, but all authors agree that the proposal provides a useful starting
point for debate and discussion on the future of digital markets. More
importantly, each author thinks that the endeavor of exploring ways to
compensate internet users for the collection and use of their data is of utmost
importance from the standpoint of efficiency and fairness, in addition to concerns
about competition and privacy.

Throughout the discussion, we refrain from making prescriptions about
technical details required for implementation such as where data are stored or
how they travel from one place to another. Our economic analysis does not
depend on these choices. More importantly, if a system similar to our data-
intermediation regime were to be adopted, this system should use the most
efficient and appropriate technology available at that time for fulfilling the duties
that our proposal assigns to various participants in the digital economy. Instead,
we set out the legal and economic principles that should govern intermediaries;
the technology used to implement our proposal should enable and respect these
principles.

The Article proceeds as follows. We first list our policy recommendations
for the reader who wants a one-page overview. Then we introduce the basic
characteristics of our proposed data intermediaries and the regulatory regime in
which we propose that they operate. Next, we turn to a description of personal
data and privacy levels. The next Part focuses on user behavior, followed by a
detailed discussion of how the purpose of data usage fits into the regulation. We
then discuss the ways in which the regulator can enhance competition and
conclude with issues of enforcement and future trends.

permitting participation by minors, presents its own set of dangers that cause most children’s advocates
to caution against online age verification efforts. Protecting against such dangers also lies outside the
scope of this Article.

We expect that, if our proposal gains traction, others will accept the challenge to identify
and solve these and other difficult issues we can only conjure, including how to ensure the market is
accessible to—and not exploitative of—people with various other hurdles to full participation, including
people with developmental disabilities, incarcerated people, and service members stationed abroad.
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C. Summary List of Policies

As mentioned, this Article should not be read as a blueprint. Rather, we
offer what appear to be minimum policies a regulator must promulgate, enact, or
enforce if the market we envision is to operate as intended. Our expectation is
that these policies, if adopted and enacted, would create incentives that would
encourage conduct by actors in digital markets that would bring about the
outcomes we desire. The underlying laws that would be needed to create a market
for data would first have to give consumers necessary control rights (or expressly
acknowledge these rights as pre-existing) over their personal data, and second
establish a regulator with the power to set rules in these markets. The following
is a summary of those policies, as they relate to intermediaries, data, and the user
interface.

Intermediaries®

e Each data intermediary would be required by statute to act in the
fiduciary interests of its users.

e Each data intermediary would also be directed to comply with data
minimization principles,®® balancing this goal with the goal of
monetizing user data and creating datasets that are valuable to
consumers and society.

e Data intermediaries would be licensed and have strict regulatory
requirements in terms of data security, cybersecruity, and resilience.

e Data intermediaries would be independent and could not vertically
integrate with any other business whose products or services relate to
the use of personal data. They could not sign exclusive deals with any
firm that provides a product or service that is reasonably necessary to
the business of another intermediary.

e Each user each year would contract with just one data intermediary. That
intermediary would serve as the user’s exclusive agent for purposes of
monetizing the user’s personal data generated through the use of any of
their devices or web-connected products comprising the Internet of
Things (1oT). Requiring that each user have only one intermediary at

24.  Several proposed policies governing intermediaries are intended to promote vigorous
competition among them. Doing so may be especially difficult during the early years of the market when
the intermediaries have zero or only a few years of results to tout. Some may turn to third parties to whom
the intermediaries would pay commissions to help recruit users. We see potential benefits to the use of
recruiters—who can help users understand differences between the intermediaries—but also potential
downsides. The authors agree that the regulator will need to institute some sort of policy with respect to
recruiters. We cannot at this time presuppose what that policy should be. The “right” policy will depend
on the state of the market at the time, including the percentage of users who have committed to sign up
with a data intermediary.

25.  “Data minimization” is a principle articulated in, and reflected throughout, GDPR and
related regulations. The principle calls on all those who control personal data “to collect only the personal
data they really need, and . . . keep it only for as long as they need it.”” See Glossary D, EUR. DATA PROT.
SUPERVISOR,  https://edps.europa.eu/data-protection/data-protection/glossary/d_en  [https://perma.cc/
8DDR-LNPV].
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any given time would enable the data intermediary to build up a good
picture of the user and act as a bottleneck to that user, both of which are
important for maximizing the value of the user’s data and also for
making the complete set of their data available for research and other
beneficial uses.

Intermediaries would compete for users by offering users a share of
revenue in exchange for monetizing users’ data (with a minimum set by
the regulator as a percentage of revenue). The cash value of that share
would depend on the intermediaries’ business acumen, including its
ability to attract consumers, retain them, and create value from the data
those consumers choose to share.

Intermediaries also would compete along dimensions such as
commitment to data security, customer service, brand, and success in
facilitating innovative data use by researchers, government agencies,
and other firms that can provide services to users.

Data
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Once a user has chosen an intermediary, the chosen intermediary would
collect all online data for that user by monitoring browser and app use.
The intermediary could choose the level of detail at which it collects the
data, which may affect the manner and rate at which it can be monetized.
The data collected by each intermediary would reflect a balance between
its obligation to adhere to principles of data minimization, on one hand,
and its incentive to promote beneficial data uses and to monetize data at
rates high enough to permit competitive revenue-share returns to its
users.

The intermediary would sell access to its users based on this personal
data. In order to develop cohorts for targeting of display ads, it could
carry out its own data analytics across the data. The use of cohorts helps
to protect individual privacy.

Intermediaries also would sell personal data to search services that wish
to advertise on the basis of the personal data (search query) entered by
the user.

Web services could collect personal data they need to provide their
service, if used solely for this purpose, and could choose the level of
granularity at which they collect the data that is suitable for that purpose.
(As an example, a search engine may collect and use personal data to
provide relevant organic results, but not to target related advertising.)
They could carry out data analytics across user data, so long as this is
needed for that purpose. They could not share data with third parties (or
provide services to third parties based on the data) unless this is required
for this purpose.

Web services must buy personal data needed for any other purpose from
the intermediary. The regulator would develop rules about how far in
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advance of “use” the web services should be permitted to buy access to
such data, and for how long the access lasts.

Third parties that are not licensed data intermediaries could not transact
in personal data except with a licensed data intermediary.

Data intermediaries could assist users by making payments on their
behalf to web services that charge a monetary payment and deducting
the subscription or other fees from the total amount that otherwise would
have been paid to users.

User Interface

Intermediaries would offer consumers a choice between a small number
of standardized “data sharing tiers” or “data sharing levels” that, among
other things, afford different levels of remuneration.

Users must have the ability to observe the collection and use permissions
associated with each sharing tier—including their data portability
choices—within a clear user-friendly interface.

The system would encourage users to sign up to a data intermediary
using nudges, defaults, and most importantly, the offer of payments. The
regulator could develop additional methods to encourage participation,
including public-education campaigns to dispell misinformation.
Because data intermediaries would compete for users on the basis of
payments and services, the regulator would design an environment that
enables easy comparison of intermediaries, salience of terms, an open-
enrollment period when offers for the coming year are made, and low
switching costs.

Intermediaries should minimize friction in switching between them, for
example by including a button that effectuates a transfer of data to
another intermediary. If the raw data must be downloaded, they should
be downloadable to a standardized format that other intermediaries can
upload easily.

At the user’s request, the intermediary would share raw data from a
particular web service with